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ABSTRACT

This study presents results from an experiment conducted to measure the impact of locally initializing a numerical weather prediction model on that model’s ability to predict precipitation and other surface parameters. The study consisted of quantifying the impact of initializing the Weather and Research Forecast (WRF) model with the Advanced Weather Interactive Processing System (AWIPS) Local Analysis and Prediction System (LAPS) diagnostic analyses. In the experiment, WRF was run for two different initial times: 0600 and 1800 UTC. For each initial time, the model was run twice, once using LAPS for the initial conditions, and once using the North American Mesoscale model (NAM; also known as the Eta Model at the time of the experiment). The impact of the local LAPS initialization on the model forecast of surface parameters is presented. Additionally, the model’s quantitative precipitation forecast (QPF) skill is compared for three different model configurations: 1) WRF initialized with LAPS, 2) WRF initialized with NAM, and 3) the standard NAM/Eta Model. The experiment ran from 1 June 2005 to 31 July 2005.

Results show that WRF forecasts initialized by LAPS have a more accurate representation of convection in the short range. LAPS-initialized forecasts also offer more accurate forecasts of 2-m temperature and dewpoint, 10-m wind, and sea level pressure, particularly in the short range. Most significantly, precipitation forecasts from WRF runs initialized by LAPS are more accurate than WRF runs initialized by NAM. WRF initialized with LAPS also demonstrates higher QPF skill than does the NAM/Eta Model, particularly in the short range when the precipitation thresholds are higher (0.25 in. in 3 h versus 0.10 in. in 3 h), and when forecasts are initialized at 0600 UTC rather than initialized at 1800 UTC.

1. Introduction

In south Florida, particularly during the summer, mesoscale weather features (e.g., land–sea breezes, thermal troughs, outflow boundaries, etc.) have a significant impact on day to day weather forecasting, as they frequently represent the primary forcing for convection. These mesoscale features necessitate the use of high-resolution forecast tools in order to provide the detailed information needed to improve local forecasts and warnings. The advent of the Local Analysis and Prediction System (LAPS) at National Weather Service (NWS) forecast offices (WFOs) has made it possible to ingest local high-resolution datasets to support local high-resolution analyses that more accurately resolve some of these features.

This study examines the impact of initializing a numerical weather prediction model, the Weather and Research Forecast model (WRF; detailed in section 2b), with high-resolution data, namely Advanced Weather Interactive Processing System (AWIPS) LAPS diagnostic analyses. In addition to evaluating the impact of the LAPS initialization on the WRF forecasts, comparisons of these forecasts to WRF forecasts initialized from the National Centers for Environmental Prediction (NCEP) North American Mesoscale model (NAM) and to forecasts from the NAM model are also presented. Intercomparisons of WRF forecasts using either NAM or LAPS for initial conditions were evaluated using 10-m winds, 2-m temperature, moisture information, and sea level pressure. Model performance for both LAPS- and NAM-initialized WRF precipitation forecasts as well as NAM precipitation fore-
casts was evaluated using grid-based threat scores, bias scores, the probability of detection, and false alarm ratios for different precipitation thresholds. The study ran from 1 June 2005 to 31 July 2005. This work is the result of a Cooperative Program for Operational Meteorology, Education and Training (COMET) Partners Project (information online at http://comet.ucar.edu/outreach/) between the NWS Forecast Office in Miami and the University of North Carolina at Charlotte.

Section 2 will describe the data and methods we used: LAPS, WRF, and our verification data. Results are presented in section 3, consisting of comparisons of forecasts of surface parameters (temperature, wind, pressure, and moisture) and of forecasts of precipitation. Conclusions are summarized in section 4.

2. Data and methods

a. Local Analysis and Prediction System

LAPS became available to the WFOs with the advent of AWIPS. As delivered in AWIPS, LAPS is a diagnostic tool only. LAPS produces high-resolution three-dimensional analyses of the atmosphere centered on a domain of the users choosing. Our analysis domain, centered on the WFO Miami County Warning Area (CWA), is shown in Fig. 1. The analysis is made by combining a first guess of the state of the atmosphere (the “background field”) with locally and centrally available data from a wide variety of meteorological observation systems. The background field for the LAPS analyses is obtained from the AWIPS Rapid Update Cycle (RUC) 40-km 1-h forecast. The data used in LAPS analyses comes from local networks of surface observing systems, Doppler radars, satellites, and wind and temperature profilers [e.g., from the Radio Acoustic Sounding System (RASS) at 404 MHz and for the boundary layer at 915 MHz], as well as aircraft are incorporated into the analysis (Hiemstra et al. 2006; Albers 1995; Albers et al. 1996; Birkenheuer 1999; McGinley 2001; Schultz and Albers 2001). Figure 2 represents a summary of all of the data sources LAPS is capable of assimilating into its three-dimensional analyses, as well as those datasets used in the AWIPS LAPS running at WFO Miami. During the experimental period, analyses were produced twice an hour on a three-dimensional grid covering an area, as shown in Fig. 1, nearly 830 km east–west by 775 km north–south. The horizontal resolution of the hourly LAPS surface analyses produced at WFO Miami is 5 km, and there are 39
vertical levels, at 25-mb intervals, from 1000 up to 50 mb.

As is evident in Fig. 2, not all data that LAPS is capable of ingesting are actually used operationally at the local WFO level. In addition, a Kalman filter for quality control (McGinley 2001) is not used in the WFO AWIPS version of LAPS due to hardware limitations. In an attempt to improve the accuracy of the local analyses, the WFO in Miami has worked on incorporating additional local data networks into the analysis via the Local Data Acquisition and Distribution (LDAD) system, which is a component of AWIPS. This effort has led to a substantial increase in the amount of surface data going into the analyses and an increase in the quality of the analyses, as documented in Etherton and Santos (2006). Bad input data are identified and removed from the analysis by either objective analysis routines built into LAPS or by blacklisting bad observations as identified by the forecasters. The inclusion of data from local mesonets enhances the LAPS analyses of both inland and coastal gradients, as well as its depiction of the effect of Lake Okeechobee on surface fields (Etherton and Santos 2006). Figure 3 illustrates these mesonets, showing the standard observing network and all of the surface observing sites whose data are fed into LAPS. These findings are also consistent with those of Hiemstra et al. (2006).

As illustrated in Fig. 2, LAPS ingests satellite data that it uses to create a three-dimensional cloud analysis (Albers et al. 1996; Birkenheuer 1999; Schultz and Albers 2001; Shaw et al. 2001). This cloud analysis is used in combination with quasigeostrophic balance constraints to create diabatic initialization grids used for the initialization/hot start of the WRF (Shaw et al. 2001). The local radar data used for the analysis are level III reflectivity data from both the WFO Miami and WFO Key West radars.

b. Weather and Research Forecast model

The Advanced Research WRF (ARW) model, version 2, was used for this project. The ARW system consists of the ARW dynamics solver together with physics schemes, initialization routines, and a data assimilation package [though for this study, the ARW data assimilation package, WRF three-dimensional variational data assimilation (3DVAR), was not used]. Skamarock et al. (2005) highlight the major features of version 2 of the ARW system. As used in this experiment, WRF is a fully compressible, Euler nonhydrostatic model using a terrain-following hydrostatic-
pressure vertical coordinate, with vertical grid stretching such that the vertical levels are closer together near the surface and more spread out aloft. The horizontal grid is an Arakawa C grid. For integrating the equations, a third-order Runge–Kutta scheme with a smaller time step for acoustic and gravity wave modes is used.

For the computation of radiation within WRF, the Rapid and Accurate Radiative Transfer Model scheme (RRTM; Mlawer et al. 1997) was used for longwave radiation, and the fifth-generation Pennsylvania State University–National Center for Atmospheric Research Mesoscale Model (MM5; Dudhia 1989) for shortwave radiation. For surface layer physics, the Monin–Obukhov similarity theory scheme taken from the Hong and Pan (1996) PBL scheme [commonly referred to as the Medium Range Forecast model (MRF) scheme] was used. The Noah land surface scheme (Ek et al. 2003) was used, as was the Yonsei University (YSU) PBL scheme (Hong et al. 2006). For resolvable moist physics processes, we used the Lin et al. microphysics scheme (Lin et al. 1983). For representing the effects of subgrid-scale convective clouds, we used the Kain–Fritsch convective scheme (Kain and Frisch 1993; Kain 2004). We chose to use Kain–Fritsch (as opposed to not using any convective scheme) based on observing that without any convective scheme in place, convection was too extreme. We observed that with KF in place, convection triggers slightly earlier than if it were not in place. With convection triggering earlier, surface parcels do not become as unstable, and thus updraft velocities, rainfall rates, and surface pressure perturbations are not as large as if no convective scheme was in place. This is based on observations during the experimental phase, and no formal study of the benefits or drawbacks of including the Kain–Fritsch scheme in our 5-km resolution model. Such a study is beyond the scope of this work.

The WRF model was run twice daily, once for 0600 UTC initial conditions and the second time for 1800 UTC initial conditions. Forecasts were made out to 18 h after initialization time. The model resolution was 5 km, with a domain consisting of $121 \times 121$ grid boxes, centered at 26.8°N, 81.2°W. Figure 4 shows the area covered by our model domain, which is not the same as the area of our LAPS analyses: The WRF domain was within the LAPS domain. For all WRF model runs, the NAM 12-km model [at the time of the experiment, the NAM was known as the Eta Model; Black (1994); Janjić (1996)] was used to provide land or sea initial conditions and was used as the boundary conditions. Boundary conditions were updated every 3 h, using data from the NAM “tile” files obtained from the NCEP FTP site. The resolution of the NAM data was 12 km. The tiles used for this study are shown in Fig. 4. WRF runs in which the NAM (Eta) model was used for initial conditions will henceforth be referred to as WRF/NAM. WRF runs that instead used LAPS for initial conditions will be called WRF/LAPS. The title NAM/ETA will be used to denote the operational runs of the NAM model (which was, as stated earlier, the Eta Model during the summer of 2005).

c. Validation data

One means of evaluating model skill was to quantify the accuracy of precipitation forecasts. The River Forecast Centers (RFC) stage III precipitation data [a blend
of quality controlled gauge, radar, and satellite data; Breidenbach et al. (1998); McDonald and Graziano (2001)] were used as ground truth. These gridded data are retrievable by request from the National Precipitation Verification Unit (NPVU) Web site (information online at http://www.hpc.ncep.noaa.gov/npvu/) in gridded binary (GRIB) format. These rainfall totals were obtained for the study period at 3-hourly intervals. All precipitation forecasts and verifications were interpolated onto the grid of the 12-km NAM forecasts. These projections were made by averaging both the 4-km stage III data or the 5-km WRF forecast grid boxes over the area covered by the 12-km NAM/ETA forecast grid boxes. This averaging was done to ensure that the same amount of total precipitation makes it to the ground regardless of whether or not the higher-resolution precipitation fields are interpolated to the 12-km domain.

Model skill was also measured by comparing model output to surface observations. The value of a surface parameter, such as temperature, humidity, wind speed, or surface pressure, from an aviation routine weather report (METAR) observation is compared to the model value from the model grid box that contains the location of the observation. METAR observations used in this study had to be far enough from the water such that the model grid box was not a “water surface” grid box, as surface fluxes of temperature and moisture are much different over water than land, leading to significant biases in temperature and dewpoint forecasts. For this study, these 25 METAR observation sites were used for the evaluation of the WRF forecasts, and these sites are shown in Fig. 5.

3. Model evaluation
   a. Qualitative case studies

Examples of the improvements possible from using LAPS analyses, rather than NAM, to initialize WRF are given in Fig. 6. In Fig. 6, radar indicates convection is ongoing at 1800 UTC on 6 June 2005 over the Florida Everglades. The 700-hPa relative humidity field from the WRF/NAM 1800 UTC analysis shows no such features. However, the WRF/LAPS 1800 UTC analysis does show high relative humidity levels (>90%) in the location of the convection. The LAPS analysis, having used satellite and radar data, had a more accurate representation of the convection, and thus the moisture fields, at 1800 UTC. The 1-h precipitation forecast made from both sets of initial conditions also shows that the WRF/LAPS initialization produced a more accurate forecast.

These sorts of improvements were common during our 2-month simulation. A more complete and objective evaluation of model performance, with respect to surface parameters, and with respect to precipitation, follows.
b. Comparison of surface parameters

As stated earlier, it is mesoscale phenomena, most notably the sea breeze, which drive convection in south Florida during the summertime. In an effort to better understand the impact of LAPS analyses on WRF forecasts, the differences in surface wind, moisture, temperature, and pressure fields from the different initializations were explored.

Figure 7 shows the composite difference between the 1-h forecasts made from WRF initialized with LAPS and WRF forecasts initialized by NAM, for forecasts initialized at 1800 UTC. This time of day, 1900 UTC, is when the sea breeze is typically quite active in Florida. The first notable difference between LAPS-initialized and NAM-initialized WRF forecasts is that those initialized by LAPS have lower 2-m temperatures. The differences, as shown in Fig. 7, are negative for every grid box. In addition, there is a pattern to these differences. Temperatures are cooler in all places, but while they are about 1°F cooler over the water, they are as much as 3°F cooler over the land. Given that this is 1900 UTC, 2-m air temperatures over the land will be warmer (around 90°F) than over the water (near 80°F). As a result, the difference in temperature between the air over the Florida Peninsula and the air over the surrounding water is not as great in LAPS-initialized WRF forecasts. With a weaker land–sea temperature gradient, LAPS-initialized WRF forecasts will have a weaker sea breeze than NAM-initialized forecasts.

Figure 7 also shows the differences in sea level pressure, and these differences also support a weakened sea breeze in WRF forecasts initialized using LAPS. Sea level pressure values over the peninsula are about 1 mb higher in LAPS-initialized forecasts than in NAM-initialized forecasts, but they are about the same as NAM-initialized forecasts over the water. This pressure gradient supports less (more) onshore (offshore) surface winds. The wind field differences, shown in Fig. 7, are consistent with the temperature and pressure field differences. The sea breeze (as measured by the zonal component of the wind, $u$) is weaker in WRF forecasts initialized from LAPS analyses.

The last panel in Fig. 7 shows the 2-m mixing ratio. WRF forecasts initialized with LAPS show higher values of $q$ over the land (but smaller values of $q$ over the water) than do the forecasts initialized with NAM. Different low-level moisture fields could impact upon the precipitation forecasts—the higher $q$ values of the LAPS-initialized WRF forecasts resulting in higher values of the quantitative precipitation forecasts (QPFs).

Having noted these differences between 1-h forecasts, it is important to also know how the forecasts compare to actual observations. Figure 8 shows the average difference (the model bias) between either the WRF/LAPS or WRF/NAM forecasts and the METAR observations for the sites shown in Fig. 5. We evaluate the accuracy of the WRF forecasts for the 2-m temperature and dewpoint, the 10-m $u$ component of the wind, and the sea level pressure. WRF forecast values for a site were obtained by using the values from the 5 km × 5 km grid box that contained the METAR site. No downscaling was done, as raw model output was used. As the WRF runs were all on the same domain, comparisons between different WRF forecasts have consistency. However, the NAM model, being on a different grid, would present inconsistencies. As a result, only the WRF hourly forecasts were compared to the METAR observations.

The biases (forecast – observations) of forecasts were calculated from fifty 0600 UTC runs and for fifty-six 1800 UTC runs. A jackknife bootstrap (Efron 1982), in which the average errors are estimated from all possible subsamples of the total dataset, was used to esti-
mate uncertainty. Subsamples consisted of using all but one forecast; thus, each subsample consists of 49 cases for the 0600 UTC runs and 55 cases for the 1800 UTC runs. From the jackknife estimate of the average error, 95% confidence intervals of the average errors were constructed. Note that in Figs. 8 and 9, the error bars are often smaller than the icon (dot, box, etc.) representing each value. Thus, some of our error bars are beneath the icons and are not visible.

For both the 0600 and 1800 UTC initializations, WRF forecasts initialized by LAPS are generally more accurate in the first 6 h of the forecast than are the NAM-initialized WRF forecasts. For longer lead times, the difference between the two sets of forecasts is small. The average errors of both sets of forecasts converge with time. Given that both forecasts use the same boundary conditions (lateral and surface), which have an ever greater impact on longer lead time forecasts, it is not surprising that as lead time increases, the mean forecast errors become more similar.

While LAPS-initialized WRF forecasts in general have smaller biases, the exception is forecasts of 2-m temperature between 1200 and 1800 UTC for the 0600 UTC initialization runs. The cause of these errors is not clear to the authors—though it appears that the rate of warming in the model is not fast enough during the morning hours. However, despite this, it is clear from the results in Fig. 8 that the LAPS initialization results in more accurate forecasts in the first 6 h of the forecast.

Analyses of the mean squared errors, rather than the biases, are shown in Fig. 9. In general, LAPS-initialized WRF forecasts are more accurate than the NAM-initialized WRF forecasts. The magnitude of the differences in accuracy varies considerably. Wind forecast

Fig. 6. (left) Radar mosaic (Key West and Melbourne radar sites; Miami was not available at this time frame) for 1800 UTC 6 Jun 2005. (right) Initial conditions for WRF simulations (top, WRF/NAM; bottom, WRF/LAPS). Also shown are the 1-h precipitation forecasts from (top right) WRF/NAM and (bottom right) WRF/LAPS.
FIG. 7. Composite of the differences (WRF/LAPS − WRF/NAM) between the 1-h forecasts (valid at 1900 UTC) of 2-m temperature (°F), sea level pressure (mb), 10-m zonal wind (m s⁻¹), and mixing ratio (g kg⁻¹). Composites are from 50 different 1-h forecasts. All forecasts are initialized at 1800 UTC.
MSEs are about the same at all times, whereas there are significant differences in the MSEs of the temperature and dewpoint forecasts. Most of the improvements in the LAPS-initialized WRF forecasts occur during the first 6 h of a model forecast. For longer lead times, the two sets of forecasts are of nearly equal accuracy.

The accuracy of the sea-breeze forecasts can, to some extent, be quantified using the mean squared errors of wind and pressure. In the midday to afternoon hours when the sea breeze is starting, that is, 1500–1800 UTC (9–15-h forecasts of the 0600 UTC WRF runs), the WRF forecasts initialized from LAPS have more accurate pressure and wind forecasts, as shown in Fig. 9. Additionally, Fig. 8 shows that in addition to smaller MSE, the bias of the WRF/LAPS forecasts is smaller.

c. Precipitation forecasts

Summertime rain in south Florida is convective and cellular in nature, and locally heavy rain is possible with
any cell that develops. We chose to evaluate our WRF forecast by looking at small scales and moderate to heavy precipitation amounts. Our model evaluation consists of grid-box-based calculations of the threat scores (TS), probability of detection (POD), false alarm ratios (FAR), and mean error (BIAS). These scores were computed for two precipitation thresholds: 0.10 and 0.25 in. of precipitation in a 3-h period. We do not intend to suggest these thresholds to be the standard in assessing model skill, but for our experiment, these thresholds were roughly in the middle of our distribution of precipitation amounts. Below are the equations we used to produce our metrics, all of which are discussed in greater detail in Wilks (1995).

Given an area forecast \( A_f \) of precipitation, an area observed \( A_o \) of precipitation, and the area over which both of these intersect, referred to as the area correct \( A_c \), the threat score (TS) is defined as

\[
TS = \frac{A_c}{A_o} \quad \text{if} \quad A_c \leq A_o, \quad \text{and} \quad 0 \quad \text{otherwise}
\]
\[ TS = \frac{A_c}{A_f + A_o - A_c}. \]  

The smaller the threat scores, the less skill in the forecast. If the area forecast and area observed are identical, then \( A_c = A_f = A_o \), and the threat score is 1. If the forecast and observed areas are the same size, and half overlap, then \( A_f = A_o = 1, A_c = 0.5 \), and \( TS = 1/3 \).

The probability of detection (POD) is defined as

\[ POD = \frac{A_c}{A_c + A_o}. \]

where \( A_c \) is the number of observed rainy grids that were forecast and \( A_o \) is the total number of observed rainy grids. Ideally, one would like a high POD. A POD of 1.0 would mean that every grid box that received rain was accurately forecast. The primary difference between POD and TS is that POD does not penalize for overforecasted precipitation. Finally, false alarm ratio (FAR) is defined as

\[ FAR = \frac{A_f}{A_f + A_o}. \]

The bias score is simply the average of the difference between the model forecasts and the observed values over all grid boxes. In mathematical form, the bias score for \( N \) number of grid boxes is

\[ BIAS = \frac{1}{N} \sum_{i=1}^{N} (M_i - R_i), \]

where \( M_i \) and \( R_i \) are the model forecasts and observed precipitation amounts at each grid box, respectively. For the mean square error, the formula is

\[ MSE = \frac{1}{N} \sum_{i=1}^{N} (M_i - R_i)^2. \]

These quantities, TS, POD, FAR, BIAS, and MSE, were calculated for each of the model configurations described in the previous section: WRF initialized with LAPS (WRF/LAPS), WRF initialized with NAM (WRF/NAM), and the NAM/ETA model forecasts. All precipitation quantities (verification, WRF, and NAM) were evaluated on the coarsest grid, that of the NAM/ETA model. For the WRF output and the verification data, we interpolated onto the coarser grid. While this choice does undo some of the benefits of running WRF at high resolution, evaluating precipitation forecasts on this coarse grid does give the most fair comparison.

Statistics were calculated for both the 0600 and 1800 UTC runs, separately, and averaged over the study time. The scores were calculated from 106 model runs: fifty 0600 UTC runs and fifty-six 1800 UTC runs.
3-h threshold, but the reverse is nearly true for the 0.10-in. in 3-h threshold. In comparison to NAM/ETA, WRF/LAPS is more accurate in forecasting heavy rather than light precipitation.

The FAR scores are shown in Fig. 12. With the exception of the first 3 h of the forecast, for lighter precipitation amounts, WRF/LAPS forecasts consistently have fewer false alarms than do WRF/NAM forecasts. However, NAM/ETA forecasts almost always have the fewest false alarms of the three models. This means that WRF tends to create more false rainy grid boxes than NAM/ETA with the exception of the 0.10-in. precipitation threshold early on in the integration. This implies that, in general, WRF has greater area coverage of
rainy grid boxes than does NAM/ETA, especially for larger precipitation amounts.

Figure 13 shows the bias scores for all three model configurations for both the 0600 and 1800 UTC cycles. Overall, NAM/ETA has the smallest bias, and the WRF forecasts have a higher bias. This is consistent with the high FAR of the WRF forecasts: More false rainy grid boxes implies a greater total precipitation amount. Note that in the first 3 h of the forecast WRF/NAM has a low bias, whereas WRF/LAPS has a high bias. It is likely that the smaller humidity values of the NAM analyses result in less convection taking place during the first 3 h, where as the more moist LAPS analyses are more likely to produce more rainfall. Also, LAPS analyses have convection active at the initial time; NAM initial conditions require WRF to spin up the convection. As with most measures of forecast difference and accuracy used in this study, the differences in bias between WRF/NAM and WRF/LAPS become nearly negligible after the first 6 h of the forecast.

Figure 13 shows low bias for NAM/ETA throughout the forecast period. This raises questions about the biases in the precipitation forecast distribution. Figure 14 shows both a histogram analysis of the precipitation ranges for all model configurations tested plus the NPVU rain dataset (which is assumed to be ground truth—interpolated to the 12-km NAM/ETA domain—in this study) and the ratio of the area forecast to the area observed. For light precipitation (less than 0.25 in. in 3 h) amounts, the NAM/ETA forecasts overestimate
the area coverage, but WRF forecasts have nearly the correct area coverage. For heavier rainfall amounts (greater than 0.25 in. in 3 h), WRF forecasts overestimate the area coverage, and NAM/ETA rarely predicts 3-h rainfall amounts greater than 0.5 in.

WRF forecasts, regardless of initialization, vastly overpredict the areas of heavy precipitation. This overprediction of heavy rains is a likely cause for the higher bias of the WRF forecasts. The higher bias of the WRF runs appears to be a product of the combination of convective parameterization (KF) and moist physics schemes (Lin et al. 1983) used, which produces excessive rainfall amounts. This overprediction likely leads to better TS forecasts for WRF, as WRF has more chances for a “hit.” The authors believe that the smaller bias of the NAM/ETA is related the Betts–Miller–Janjić (BMJ; Betts and Miller 1986; Janjić 1994) convective parameterization scheme. BMJ, used in NAM/ETA, tends to create large areas of light to moderate precipitation, but does not produce heavy precipitation amounts. This results in greater area forecasts of lesser precipitation amounts, but a smaller total amount of precipitation forecast. Given that NAM/ETA rarely forecasts heavy precipitation, there is less opportunity to overforecast and, hence, have a high bias. However, large areas of light to moderate precipitation are not necessarily representative of the cellular characteristics of south Florida summertime convection. Thus, there is a tendency to overforecast the area coverage of precipitation amounts between 0.10 and 0.25 in. in 3 h, as indicated in Fig. 14 (NAM/ETA has about 2.5 times the number of rainy grid boxes than does the NPVU verification for 0.10–0.25 in. in 3 h). This feature of the BMJ convective parameterization has also been documented in recent studies (Jankov et al. 2005; Etherton and Santos 2006).

4. Summary and conclusions

This study presents results of an experiment conducted during the summer of 2005 across south Florida to measure the impact of locally initializing the WRF (ARW core) model with LAPS. The impact of the LAPS initialization was measured by comparing forecasts of surface parameters such as temperature, specific humidity, wind, and sea level pressure between LAPS-initialized WRF forecasts (WRF/LAPS) and NAM-initialized forecasts (WRF/NAM) to surface observations from METARS. Additionally, precipitation forecast skill levels were compared for three different model configurations: WRF/LAPS, WRF/NAM, and NAM/ETA using threat scores, the probability of detection, the false alarm ratio, and bias scores. A total of 106 model runs (50 from the 0600 UTC model cycle and 56 from the 1800 UTC model cycle) were used as part of the analysis. The model ran out to 18 h with precipitation skill statistics broken down by 3-hourly intervals, by model cycles (0600 and 1800 UTC), and by precipitation thresholds (namely 0.10 and 0.25 in.).

Results indicate that in general the LAPS initializa-
High-resolution initialization. The NAM forecasts resolution guidance should consider incorporating local midafternoon. Thus, WRF/LAPS, in general, fares better than NAM/ETA during the short range (first 6 h of the integration or so) with the exception of low precipitation thresholds with the 1800 UTC cycle where NAM/ETA exhibited more accuracy. WRF/LAPS forecasts are more accurate than NAM/ETA when both are initialized at 0600 UTC, but less accurate than NAM/ETA when both are initialized at 1800 UTC with the exception of early on in the forecast (within 6 h or so) for the higher precipitation thresholds (greater than 0.25 in.). Thus, WRF/LAPS, in general, fares better than NAM/ETA when predicting higher amounts of precipitation and when forecasts are initialized at night rather than in midafternoon.

These results suggest that agencies that produce high resolution guidance should consider incorporating local high-resolution initialization. The NAM forecasts—analyses are designed to represent as best as possible the state of the atmosphere across the continental United States and into the Atlantic and Pacific Oceans. As shown earlier, there are features present in LAPS analyses that were not present in NAM fields in 2005. Analyses at a much higher resolution were not feasible across the entire continental United States at the time of our experiment. However, NCEP now produces a real-time mesoscale analysis (RTMA; DePondce et al. 2007) at 5-km grid spacing, for some surface variables. Perhaps, in time, this analysis will be performed for the entire 3D volume of the atmosphere, and could then be used to initialize a mesoscale model. For now, the local analyses and local forecasts complement the analyses and forecasts produced at NCEP. Our results are in general agreement with those of Bogenschutz et al. (2004), who noted that NAM/ETA did do well for forecasts of lesser amounts of precipitation, but that WRF/LAPS did better for higher precipitation thresholds. Additionally, they also found WRF/LAPS’s skill decreased with time, with a peak in skill at a lead time of 6 h. Szoke et al. (2004) also had early forecast improvements resulting from a hot-start scheme. However, they found that after the first hour of the forecast the improvements waned, as the model “lost” the convection—particularly of elevated convection. They suggest possible modifications to the balances used by LAPS in making analyses that would allow WRF to hold onto convection in the LAPS analysis longer. Casual observations during the experimental phase of this study support this. The authors observed that often the WRF/LAPS initial wind field was not representative of the raw LAPS wind analysis, resulting in circulations that were not in balance with the depicted convection in the moisture field. The authors believe this is the result of the quasigeostrophic balancing imposed on the LAPS analysis prior to creating the diabatic initialization grids. This is a topic worth investigating in future studies.

The differences between forecasts initialized using LAPS and those initialized from NAM tiles waned over time. Further improvements to local high-resolution forecasts will require improvements in local boundary conditions. While the atmospheric boundary conditions are not likely to be improved at the local level, the surface boundary conditions may be. Improvements in the surface characteristics (sea surface temperature, land surface temperature, and soil moisture, etc.) can all contribute to improving the accuracy of locally produced forecasts beyond the first 12 h. Future work should concentrate on testing and/or exploiting this potential in order to develop more accurate high-resolution short-term forecast guidance locally.
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